
Human-AI Co-Design and Co-Creation:  
A Review of Emerging Approaches, Challenges, and Future Directions 

Nyasha Kadenhe1, Mohamed Al Musleh2, Allan Lompot3 
1-3Heriot-Watt University Dubai Campus 

1Academic Quality 
2,3School of Textiles and Design 

n.kadenhe@hw.ac.uk, a.lompot@hw.ac.uk, m.al-musleh@hw.ac.uk  
 
 

Abstract 
The integration of Artificial Intelligence (AI) into cre-
ative and design processes has shifted from automation 
towards co-creation, positioning AI as a collaborative 
partner rather than a replacement. As AI-driven tools 
become more embedded in human-centred design, un-
derstanding their impact on interaction dynamics, eth-
ics, and usability is critical. This review examines key 
advancements in human-AI co-design and co-creation 
fields, focusing on interaction frameworks, ethical con-
siderations, non-linear collaboration models, domain-
specific applications, and user experience (UX) design. 
Recent research emphasises the need for structured 
frameworks that facilitate effective communication 
and partnership between humans and AI in creative 
tasks. Mixed-initiative and explainable AI (XAI) ap-
proaches play a crucial role in enhancing transparency 
and interpretability, allowing designers to co-create 
with greater trust and autonomy. Ethical concerns, such 
as AI’s influence on user perception and decision-mak-
ing, are also gaining prominence, calling for responsi-
ble AI deployment in co-creative settings. Addition-
ally, non-linear collaboration models redefine AI’s role 
as an adaptive assistant throughout iterative design 
stages, aligning with the dynamic nature of creative 
processes. 
Domain-specific applications, ranging from game and 
product design to choreography and smart manufactur-
ing, illustrate the versatility of AI in augmenting human 
creativity. AI-assisted UX design further extends this 
impact by personalising user experiences and stream-
lining workflows, ultimately improving efficiency and 
engagement. Despite these advancements, challenges 
remain in balancing AI autonomy with human control, 
evaluating its impact on creative workflows, and devel-
oping inclusive methodologies that cater to diverse de-
sign disciplines. This review synthesises current re-
search trends and identifies future directions for de-
signing AI systems that empower, rather than replace, 
human expertise in creative industries. 
Keywords: Human-AI Co-Design, Explainable AI 
(XAI), Human-centric AI, Co-creation. 

Introduction 
The integration of AI into creative and design pro-
cesses has undergone a significant transformation, 
from being a tool for automation to becoming a collab-
orative partner in co-creation. Historically, AI was pri-
marily employed to automate repetitive tasks, optimis-
ing efficiency while minimising human intervention 
(Brynjolfsson and McAfee, 2014). However, as AI ca-
pabilities have advanced, particularly with the rise of 
deep learning (LeCun et al., 2015), its role has ex-
panded to include generative design, ideation support, 
and adaptive decision-making, fostering a more dy-
namic interaction between humans and machines. 
This shift reflects a broader movement toward human-
AI co-design, where AI augments rather than replaces 
human creativity (Shneiderman, 2020). Modern AI-
driven tools, such as ChatGPT, Midjourney, and Auto-
desk Dreamcatcher, exemplify this evolution by ena-
bling iterative, non-linear collaboration—where hu-
man intuition and AI-generated insights work in tan-
dem (Dove et al., 2017; Chen et al., 2023). Yet, as AI 
becomes more embedded in creative workflows, criti-
cal challenges emerge, including: 
• Trust and transparency (XAI) 
• Ethical concerns (bias, authorship, over-reliance) 
• Balancing AI autonomy with human control 
• Adapting AI to diverse creative disciplines 

This paper examines the current state of human-AI co-
creation, synthesising research on interaction frame-
works, ethical considerations, domain-specific applica-
tions, and future challenges. It explores how mixed-in-
itiative systems (Amershi et al., 2014) and human-cen-
tred AI (HCAI) principles (Shneiderman, 2020) can en-
hance collaboration while addressing risks such as cog-
nitive overload (Chiou et al., 2021) and diminished cre-
ative agency (Guo et al., 2023). Additionally, the 
emerging regulatory needs are highlighted such as the 
EU AI Act and propose directions for more adaptive, 
ethically grounded AI design practices. 
By analysing advancements and unresolved issues in 
human-AI co-design, this review aims to inform the de-
velopment of AI systems that empower creativity while 
preserving human oversight, trust, and ethical integrity 
in the evolving landscape of collaborative intelligence. 



Theoretical and Conceptual Foundations 
The trajectory of AI in creative domains has evolved 
considerably, transitioning from paradigms centred on 
automation to models that emphasize co-creation. Tra-
ditional automation focused on the replacement of re-
petitive human tasks through rule-based systems with 
the aim of maximising efficiency (Brynjolfsson and 
McAfee, 2014). These systems operated with minimal 
adaptability and lacked contextual awareness, often 
relegating human users to passive oversight or admin-
istrative roles. Recent research has highlighted that 
such automation-centric models are increasingly insuf-
ficient in domains requiring creativity, adaptability, 
and user input (Shneiderman, 2020; Dellermann et al., 
2019). The shift toward co-creation reflects a broader 
understanding that effective human-AI systems must 
support dynamic interaction, shared goals, and the aug-
mentation, not replacement, of human capabilities. 
The rise of machine learning, particularly deep learn-
ing, enabled more complex forms of intelligent auto-
mation (LeCun et al., 2015). These advances allowed 
AI systems to go beyond rule-based execution and en-
gage in pattern recognition, prediction, and generative 
capabilities, thus opening the door to creative and de-
sign-oriented applications. Despite these capabilities, 
early AI systems remained largely task driven. In con-
trast, emerging co-creation frameworks position hu-
mans and AI as collaborative partners, where both par-
ties actively contribute to ideation, iteration, and refine-
ment (Dove et al., 2017). 
New co-creative tools like Autodesk Dreamcatcher, 
ChatGPT, and AIVA demonstrate how AI-generated 
outputs can be guided, adapted, and reinterpreted by 
human input, illustrating this shift from automation to 
co-creation. This evolution reflects a broader transition 
toward participatory design and human-AI partner-
ships (Shneiderman, 2020). The shift marks a founda-
tional change in how humans and machines interact—
from one-way execution to two-way collaboration 
(Chen et al., 2021). As AI becomes more embedded in 
creative and decision-making tasks, concerns around 
transparency, accountability, and alignment with hu-
man values have become increasingly important. 
This progression leads naturally into the principles of 
HCAI and XAI, which aim to ensure that AI systems 
are not only powerful but also understandable and sup-
portive of human agency. HCAI emphasises the devel-
opment of intelligent systems that align with human 
values and support human decision-making processes 
(Shneiderman, 2020). In co-creative contexts, this en-
sures that AI augments rather than hinders creativity. 
Explainable AI complements this vision by addressing 
the “black box” nature of many AI models (Doshi-Ve-
lez and Kim, 2017). It is especially critical in co-crea-
tion, where users need to understand and assess AI-
generated outputs to maintain trust and creative control 
(Wang et al., 2019). While balancing performance and 
interpretability remains a challenge, promising tech-
niques such as counterfactual reasoning, attention vis-
ualisation, and interactive explanations are emerging 
(Guidotti et al., 2018). 
Rezwana and Maher (2022) argued that while explain-
ability and human-centeredness help users interpret 

and trust AI outputs, effective collaboration also re-
quires dynamic interaction—where control can shift 
fluidly between human and machine. This need for 
adaptable and reciprocal engagement leads directly 
into the idea of mixed-initiative systems, which go be-
yond traditional user-AI boundaries. 
Mixed-initiative systems support shared control, allow-
ing both human and AI agents to proactively shape the 
course of a task (Wang et al., 2019). Amershi et al. 
(2014) highlighted that these systems are particularly 
relevant for creative processes, where ideation and re-
vision are iterative and dynamic. Their research con-
cluded that by enabling fluid turn-taking and decision-
making, mixed-initiative design tools create conditions 
for richer human-AI collaboration. 
However, recent studies have identified critical chal-
lenges, including role ambiguity, cognitive overload, 
and control conflicts between users and AI agents. 
Chiou et al. (2021), for instance, found that poorly de-
signed control dynamics can lead to user confusion and 
reduced collaboration effectiveness. Liao et al. (2020) 
similarly noted that users may either over-rely on the 
system or disengage entirely when boundaries of con-
trol are unclear. 
Despite these challenges, mixed-initiative systems are 
being deployed across diverse domains such as story-
telling (Li et al., 2022), code generation (Vaithilingam 
et al., 2022), and visual design (Bharadhwaj et al., 
2021). Yet, persistent design hurdles remain—espe-
cially in managing initiative, modelling users effec-
tively, and sustaining engagement without overwhelm-
ing the user (Wang et al., 2019). 
As these systems become increasingly prevalent, the 
complexity of coordinating human and AI contribu-
tions intensifies (McGrath et al., 2024). This necessi-
tates robust interaction frameworks that facilitate fluid 
dialogue, shared context, and mutual understanding, 
without which meaningful collaboration may falter 
(McGrath et al., 2024; Pyae, 2025). Trust is founda-
tional to sustainable and effective human-AI collabora-
tion, influenced by factors such as reliability, transpar-
ency, feedback quality, and perceived agency (Pyae., 
2025). Recent work emphasises that trust is dynamic 
and context-dependent, evolving over time through 
continuous interaction and mutual adaptation 
(McGrath et al., 2024) . For example, the CHAI-T 
framework actively manages trust in collaborative hu-
man-AI teams by accounting for task specificity and 
evolving team dynamics (McGrath et al., 2024), while 
the Human-AI Handshake Model advocates bidirec-
tional information exchange and capability augmenta-
tion to foster balanced interaction (Pyae., 2025). Addi-
tionally, the Human-Centred Trust Framework (HCT-
Frame) provides guidelines for mapping user trust and 
addressing socio-ethical considerations in AI system 
design (Sousa et al., 2023). Co-adaptive systems, 
which evolve alongside users, have been proposed to 
support long-term trust and sustained engagement by 
adapting to user behaviours and preferences [4]. De-
sign strategies such as progressive disclosure, explana-
tion on demand, and controllability are crucial in fos-
tering trust, and trust-aware AI design continues to 
emerge as a research frontier in domains like education, 
healthcare, and the creative industries (World Health 



Organization., 2025). As human-AI collaboration 
deepens, trust will remain central to ensuring these 
partnerships are not only technologically functional but 
also ethically aligned and user-driven. 

Domain-Specific Applications and Non-
Linear Collaboration 

Human-AI co-creation has shown particular promise in 
disciplines where collaborative methods support and 
expand creative outcomes. In product design and user 
experience, generative AI tools have been recognised 
for their role in supporting early-stage ideation and 
concept evaluation. For example, Chen et al. (2025) 
found that a notable proportion of participants appreci-
ated the use of generative AI during idea development. 
These tools are increasingly viewed not only as func-
tional aids but as active contributors that shape design 
directions based on large datasets and pattern recogni-
tion (Ogundipe et al., 2024). 
The involvement of AI in design is best understood as 
adaptable, shifting depending on the stage of the pro-
cess. During early ideation, tools like ChatGPT and 
other generative models assist in brainstorming or pro-
ducing initial drafts, allowing designers to concentrate 
on decision-making and conceptual refinement (Sun et 
al., 2024). Rather than replacing the designer’s creative 
judgment, these tools help structure and extend the 
thinking process. 
Design practices often benefit from iterative ap-
proaches that allow flexibility and the ability to revisit 
decisions. Non-linear workflows are particularly rele-
vant in creative contexts, as they reflect the way ideas 
shift and develop over time (Baltà‐Salvador et al., 
2025). For instance, Baltà‐Salvador et al. (2025) sug-
gest that initiating ideation independently from AI can 
promote original thinking, with AI introduced later to 
extend or refine those ideas. This approach supports a 
fluid feedback loop, where changes are informed by 
user responses or shifting project aims (Ege et al., 
2024). 
Karadağ and Ozar (2025) explored the integration of 
AI, specifically text-to-image (T2I) generators like 
Midjourney, into the conceptual design phase of inte-
rior design education. Conducted over a 14-week de-
sign studio course, the study involved structured work-
shops, surveys, and interviews with senior undergrad-
uate students. Findings indicate that AI-supported vis-
ualisation enhanced ideation, accelerated design itera-
tion, and improved conceptual precision. Students ex-
perimented with different prompt strategies—from 
simple keywords to complex narratives—revealing 
that layered, progressive prompts yielded the most 
meaningful visual outputs. While students broadly em-
braced AI as a valuable tool for inspiration and devel-
opment, concerns were raised about over-reliance, eth-
ical issues, and the risk of diminished creative auton-
omy. The study underscores the importance of thought-
ful prompt design and highlights AI’s potential as a col-
laborative partner in design education. 
In domains requiring rapid prototyping, such as game 
development or interactive design, this iterative struc-
ture allows for diverse concept testing and short design 

cycles. Ege et al. (2024) note that such workflows en-
courage experimentation, enabling teams to test and 
adapt creative choices efficiently. Furthermore, the use 
of AI in these cycles supports associative thinking and 
helps build a layered understanding of a project, con-
tributing incrementally as the design progresses (Li et 
al., 2022; Ege et al., 2024). 
In manufacturing, AI integration has been linked to im-
proved team collaboration and information sharing, es-
pecially in complex design and production phases (Li 
et al., 2022). Grech et al. (2023) highlight that AI can 
help coordinate communication across teams, support-
ing smoother workflows during iterative design tasks. 
Similarly, in fields such as choreography and game de-
sign, adaptive AI systems offer suggestions that align 
with evolving creative goals, making them useful in 
settings where real-time responsiveness is valued 
(Grech et al., 2023). 
In collaborative settings, Makokha (2023) describes 
how AI can act as a form of constructive interruption, 
providing suggestions or reframing problems based on 
group dynamics. This perspective frames AI as a par-
ticipant in the creative dialogue, contributing through 
observation, feedback, or alternative perspectives. 
Across different design phases, AI tools can therefore 
shift roles—supporting idea generation, helping with 
iteration, or prompting reflection—depending on how 
they are applied within the team’s workflow. 
Rezwana and Maher (2022) investigated the role of in-
teraction design in human-AI co-creative systems, spe-
cifically examining how AI-to-human communication 
influences collaborative experience, user engagement, 
and perception of AI. Their comparative study, involv-
ing 38 participants using two prototypes of a sketch-
based design tool, demonstrated that systems enabling 
two-way communication (via text, speech, and a visual 
avatar) were perceived as more collaborative, engag-
ing, and intelligent compared to systems that relied 
solely on human-to-AI input. Participants reported 
higher trust, creativity, and satisfaction when the AI re-
sponded affectively and collected feedback, suggesting 
that communication design, beyond algorithmic abil-
ity, plays a critical role in shaping effective and enjoy-
able human-AI creative partnerships. 
Recent work by Lee et al. (2025) offers a structured 
analysis of how artificial intelligence (AI) supports the 
design process by mapping existing AI-based Design 
Support Systems (AI-DSS) to the Double Diamond 
model. Their systematic review reveals that the major-
ity of AI-DSS focus on the later stages of the design 
process—Develop and Deliver—where solution gener-
ation and evaluation occur. In contrast, relatively few 
tools support the early phases of Discover and Define, 
where designers engage in problem framing, user un-
derstanding, and conceptual exploration. Notably, their 
case study involving ChatGPT and a robotic arm illus-
trates that expert designers perceive valuable AI roles 
in the early stages, such as aiding with design inspira-
tion, defining constraints, and structuring ambiguous 
information. This study highlights a disconnect be-
tween current system capabilities and designers’ ex-
pectations, pointing to the need for future AI-DSS that 
can meaningfully engage with open-ended, ill-struc-
tured design problems. Their work advocates for a shift 



toward more interpretive and collaborative human-AI 
interactions across the full design cycle. 

Challenges, Ethics, and Future Directions  
AI has evolved into a powerful design paradigm, ena-
bling humans to boost creativity and accelerate design 
through co-creation (Mao et al., 2023; Demirel et al., 
2024). However, this progress brings ethical concerns, 
challenges and the need to balance human oversight 
with AI autonomy, along with an increasing demand 
for a robust regulatory framework and focus on AI’s 
future development. AI integration continues to pose 
substantial challenges, especially for designers. Exces-
sive reliance on AI particularly during the early idea-
tion stages of design can lead to diminishing the depth 
of designers' critical thinking and weakening the origi-
nality of conceptual outcomes (Guo et al., 2023).  
Moreover, many existing generative design tools fall 
short in incorporating human factors, limiting the abil-
ity to account for the full spectrum of human capabili-
ties, constraints and emotional responses that are essen-
tial consideration for advancing truly human-centred 
product and service innovation (Demirel et al., 2024). 
As a result, the adoption of AI in creative design indus-
tries remains particularly challenging, where profes-
sionals place high value on individual style and expres-
sion. These domains demand AI tools that are not only 
technically capable but also highly personalized and 
sensitive to the needs of creative practitioners (Mao et 
al., 2023). Another significant challenge lies in enhanc-
ing productivity through human-AI collaboration. A 
literature review by Weisz et al. (2023) found that 
many collaborative systems failed to achieve positive 
synergy. These collaborations, in some cases, even re-
sulted in outcomes that were inferior to those produced 
by humans or AI alone. Ensuring the safe use of gener-
ative AI remains a pressing concern due to potential 
risks and harms, which may arise from both the training 
data used and the ways in which these systems are de-
ployed. Gmeiner et al. (2023) revealed that designers 
often struggled to interpret the rationale behind AI-
generated design features, uncertain whether outcomes 
were intentional or the result of algorithmic errors. 
They also faced challenges with control and author-
ship, often feeling AI dominated the process, leading 
some to avoid AI assistance entirely. 
Working with emerging and complex technologies that 
differ fundamentally from conventional design materi-
als introduces distinct difficulties. Designers are tasked 
to balance AI's expansive potential with essential hu-
man-centred considerations and interactional require-
ments (Murray-Rust et al., 2023). AI can act as a per-
sonalized tool for providing visual feedback and inspi-
ration to designers, but its effectiveness relies on de-
signers' ability to harness their creative agency (Wang 
et al., 2023). Achieving the right balance between con-
trol and autonomy is essential. Empowering designers 
with intuitive, meaningful control enhance efficiency 
and reinforces their creative identity. Increased user 
control fosters clearer understanding, stronger engage-
ment and a greater sense of ownership over the design 
process (Weisz et al., 2023). In terms of ethics, ethical 

concerns related to AI have been present even before 
the term “artificial intelligence” was formally intro-
duced as early as 1955. Today, there is heightened 
recognition of the importance of embedding social and 
ethical considerations into the development and de-
ployment of emerging AI technologies. Key risk fac-
tors such as control, fairness, bias and transparency are 
gaining attention, along with newer issues like sustain-
ability and the long-term implications of AI (Katirai 
and Nagato, 2024). 
As AI-powered co-creative tools become more embed-
ded in artistic and design practices, ethical considera-
tions grow increasingly vital. Since AI generates con-
tent and interacts directly with users, ethical concerns 
must be addressed throughout the design process. The 
open-ended nature of these interactions makes this 
complex, underscoring the need to understand user per-
spectives and expectations (Rezwana and Maher, 
2023).  
The rapid global rise of AI has sparked debate on ap-
propriate regulatory responses (Shetty et al., 2025). 
While some countries adopt risk-based governance, 
others prioritize innovation or human rights. Amid this 
diversity, there is growing pressure to create regula-
tions that balance public safety and safeguard public 
interest without stifling innovation (Almeida et al., 
2023).  
The EU AI Act is a major step toward comprehensive 
regulation, influencing global practices through the 
“Brussels Effect” (Ho et al., 2023). Meanwhile, bodies 
like NIST and ISO are crafting voluntary frameworks, 
and models like COSO ERM 2017 are being adapted 
for AI (Schuett, 2023). However, critics argue the EU 
AI Act overlooks the complexities of generative AI and 
lacks clarity on real-time systems like ChatGPT 
(Shetty et al. 2025; Chauhan, 2022). Current frame-
works are often too rigid and require frequent updates 
(Schuett, 2023), while targeted measures are needed to 
address emerging risks (Anderljung, 2023). To address 
these challenges, scholars advocate for multi-level 
governance that embeds ethics and stakeholder input 
throughout AI development (Almeida et al. 2023; Birk-
stedt et al., 2023). Todorova et al. (2023) further stress 
the importance of supporting SMEs and start-ups in the 
regulatory landscape. 
Despite the growing integration of AI into co-design 
and co-creation, substantial gaps remain in both re-
search and practice. There is a pressing need for more 
empirical studies to explore how AI influences design-
ers' cognitive processes, particularly in terms of when 
it supports or impedes creativity (Guo et al., 2023; Mao 
et al., 2023). As generative AI technologies are still in 
an early stage of development, novel co-creative user 
experiences are evolving quickly. This rapid pace of 
change raises the possibility that important design prin-
ciples, strategies, or user goals may be overlooked. 
While existing principles offer valuable guidance for 
design decision-making, they must be validated 
through real-world applications to ensure their effec-
tiveness, clarity, and relevance (Weisz et al., 2023). Fu-
ture research should prioritize the development of de-
sign patterns and interaction models that support more 



effective human-AI collaborations, especially in crea-
tive domains where authorship, intent and interpreta-
tion are inherently subjective. 
Although ethical concerns are recognized, there is a 
lack of actionable guidance on implementing ethical 
principles in co-design, such as transparency in deci-
sion-making, informed consent, and safeguarding cre-
ative agency. Finally, existing regulatory frameworks 
like the EU AI Act are too rigid for the dynamic nature 
of generative AI (Shetty et al., 2025). More adaptive, 
flexible regulatory approaches are needed to address 
the evolving nature of AI design and use. 

Conclusions 
This review has charted the evolution of AI in creative 
domains from task automation to dynamic co-creation, 
revealing both transformative potential and unresolved 
tensions. The emergence of mixed-initiative systems 
and XAI has enabled richer collaboration, yet persis-
tent gaps in role negotiation (Chiou et al., 2021), crea-
tive ownership (Gmeiner et al., 2023), and domain-spe-
cific adaptation (Lee et al., 2025) underscore the need 
for more nuanced frameworks. 
Three critical frontiers demand attention: 
1- Adaptive Control Mechanisms: Future systems 

must better negotiate initiative-sharing, particu-
larly in early-stage ideation where AI's overreach 
may stifle originality (Guo et al., 2023). Tech-
niques like context-aware prompting (Karadağ and 
Ozar, 2025) and human-in-the-loop refinement 
could recalibrate this balance. 

2- Ethical by Design Co-Creation: Beyond current 
regulatory efforts such as EU AI Act, there's ur-
gent need for embedded ethics—tools that surface 
biases in real-time and preserve creative prove-
nance without workflow disruption (Rezwana and 
Maher, 2023). 

3- Discipline-Specific AI Literacy: As AI permeates 
fields from choreography to manufacturing (Grech 
et al., 2023), tailored training must address how 
practitioners critically engage with AI outputs 
while retaining domain expertise. 

The path forward lies not in perfecting AI's mimicry of 
human creativity, but in orchestrating its strengths—
scale, pattern synthesis, iteration speed—to amplify ra-
ther than automate creative judgment. Achieving this 
requires co-evolution of technical systems, pedagogi-
cal approaches, and ethical standards, ensuring AI re-
mains a lens for human imagination rather than its 
frame. 
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