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Abstract

Utilizing machine learning algorithms alongside intrusion de-
tection systems has become crucial as the sophistication of
cyber security risks increases. Conventional approaches to
detect intrusions on network traffic data come with limitations
such as higher false positive rates, inability to adapt evolving
attack patterns, and ineffective handling of large data volume.
Deep neural networks, such as Long Short-Term Memory
(LSTM), are good at understanding patterns in network data
over time. Sometimes, they overlook aspects that can cause
unnecessary calculations, which leads to less optimal detec-
tion results. We present an adaptive bat optimized and two-
stage LSTM network fused with attention (A2S-AFLNet) to
address these issues. This method combines attention mech-
anisms and LSTM to improve feature selection while mak-
ing the learning process more efficient and adaptable for in-
trusion detection. Standard performance metrics were ana-
lyzed and compared with the recent machine learning and
neural network-based intrusion detection models utilizing the
UNSW-NB15 dataset to validate the robustness of the pro-
posed framework.

Introduction
We have seen a huge rise in internet users and connected
devices in recent years. As a result, cybersecurity has be-
come more important than ever. With the growing network
traffic, detecting intrusions is now crucial to protecting sen-
sitive data and maintaining the system’s efficiency. An In-
trusion Detection System (IDS) serves as an important com-
ponent in maintaining cybersecurity by identifying and pre-
venting potential vulnerabilities present in network traffic.
Traditional rule-based IDS models struggle to effectively de-
tect novel and complex attack patterns (Li, Li, and Li 2025).
Machine learning and Artificial Neural Network (ANN) al-
gorithms have emerged as a powerful alternative that utilizes
data-driven techniques to enhance detection rates. However,
these models often suffer from high computational complex-
ity and degraded performance due to irrelevant or redundant
features in high-dimensional network traffic data (Al-Haija
and Droos 2025).

Network intrusion patterns are continuously evolving as
the attackers disguise malicious activities within normal
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traffic to evade detection. Therefore, IDS models must be
computationally efficient and adaptable to evolving network
patterns. In this paper, we utilize adaptive Bat-based fea-
ture engineering as an effective feature selection mecha-
nism to optimize IDS performance. Inspired by the echolo-
cation behaviour of bats, this method balances exploration
and exploitation to identify the most informative features
from high-dimensional network datasets. The selected fea-
tures are then forwarded to a deep learning-based IDS to
improve detection efficiency and accuracy. This approach
ensures that the most contributing network features are uti-
lized to build the IDS for high detection rates while reducing
overhead.

Traditional IDS often does not keep up with evolving at-
tack patterns, requiring an adaptive approach to improve its
effectiveness. The proposed IDS framework, A2S-AFLNet,
includes a novel two-stage LSTM-based network incorpo-
rating attention to feature prioritization and the adaptive Bat-
based optimization algorithm to enhance feature selection
and efficiency. The bidirectional-LSTM (BiLSTM) layers
capture temporal dependencies in sequential network data,
and the attention mechanism highlights critical traffic pat-
terns while improving detection accuracy. Extensive exper-
iments are conducted utilizing the UNSW-NB15 dataset to
validate the proposed approach, comparing its performance
against recent machine learning and neural network-based
IDS models.

The key contributions include:

• An adaptive bat is incorporated in the proposed IDS
framework utilizing multi-objective fitness function and
velocity adjustment to optimize network traffic features
to reduce dimensionality while maintaining high classifi-
cation accuracy.

• A two-stage LSTM-based architecture is designed to
capture sequential dependencies in network traffic,
whereas the first BiLSTM layer captures bidirectional
temporal relationships while the second BiLSTM refines
extracted features.

• Multi-head attention is integrated to focus on critical time
steps and fused with residual connections to preserve
initial traffic patterns, effectively detecting novel cyber
threats.

IDS has evolved significantly with the integration of deep



Figure 1: Overview of the proposed A2S-AFLNet to detect network intrusion

learning models, attention mechanisms, and bio-inspired op-
timization techniques. However, while recognizing tempo-
ral patterns effectively, conventional deep learning mod-
els, such as LSTMs, often struggle with irrelevant features
and computational inefficiencies (Yu et al. 2022). Atten-
tion mechanisms help to focus on crucial features, reduc-
ing unnecessary computations (Wang et al. 2024a), while
bio-inspired algorithms like bat (Yang 2010) optimize fea-
ture selection and parameter tuning (Xu, Qin, and Zhou
2022). The proposed A2S-AFLNet integrates these three ap-
proaches, LSTM, attention mechanisms, and adaptive bat
optimization, to create a robust and adaptive intrusion de-
tection framework.

Bat Optimized Feature Selection in IDS
The feature optimization is an important task for any model
to reduce feature redundancy. The bat algorithm has been
widely adopted for optimizing feature selection and clas-
sifier parameters in IDS. For instance, a mutative scale
chaotic bat (MSCB) algorithm with a back-propagation neu-
ral network improved detection accuracy on datasets, such as
UNSW-NB15 and KDD-Cup-99 (Xu, Qin, and Zhou 2022).
Similarly, a multi-objective binary bat technique optimized
feature subsets for multi-layer perceptron (MLP) based IDS,
leading to better performance and reduced false positives
(Ghanem et al. 2022).

Optimizing Machine Learning (ML) classifiers using the
bat algorithm has yielded promising results in IDS in some
studies. A binary bat method with lévy flights technique was
applied to fine-tune Support Vector Machine (SVM) param-
eters, performing 95.05% detection accuracy on the NSL-

KDD dataset, with a significantly reduced false alarm rate
(Enache and Sgârciu 2014).

Feature selection using the bat algorithm has enhanced
detection performance in various cybersecurity applications.
The bat algorithm optimizes input features for ML classi-
fiers, achieving a 97.40% detection rate with a false-positive
rate of only 0.029% on the KDD99 dataset (Narayanasami
et al. 2022).

Hybrid optimization approaches combining bat with other
techniques have improved feature selection and classifica-
tion efficiency. The hybrid genetic bat-based technique was
also utilized for text categorization, demonstrating its po-
tential for selecting IDS features (Eligüzel, Çetinkaya, and
Dereli 2022; Rauf et al. 2020; Yu et al. 2025).

LSTM and Deep Learning-Based IDS
LSTMs have been widely used in IDS for modeling sequen-
tial network traffic patterns (Yu et al. 2022; Kanna and San-
thi 2024). For instance, an LSTM-based IDS was developed
for Vehicular Ad Hoc Networks (VANETs) to differenti-
ate legitimate messages from false emergency alerts, outper-
forming traditional ML models. Similarly, integrating Au-
toEncoders (AE) with LSTM improved detection accuracy
by balancing dimensionality reduction and feature retention
(Hnamte et al. 2023). Further improvements were seen when
Principal Component Analysis (PCA) was fused with AE,
enhancing performance on datasets such as UNSW-NB15
(Thakkar, Kikani, and Geddam 2024).

Combining LSTM with other deep-learning techniques
has shown promising results. A Convolutional Neural Net-
work (CNN) with LSTM fused hybrid IDS, where CNN ex-



tracts spatial features and LSTM captures temporal depen-
dencies, demonstrated improved detection accuracy across
multiple datasets (Halbouni et al. 2022). Similarly, a BiL-
STM model significantly improved the feature representa-
tion of the elaborate attack information, such as User-to-
Root (U2R) and Remote-to-Local (R2L) attacks (Imrana
et al. 2021).

Multi-stage IDS frameworks have been explored to en-
hance detection efficiency. A hierarchical IDS using AE,
one-class SVM, random forests, and neural networks re-
duced computational overhead while improving detection
accuracy (Verkerken et al. 2023; Wang et al. 2024b). While
LSTM-based methods effectively model sequential patterns,
they often fail to prioritize the most relevant features, leading
to increased computation costs. This limitation is addressed
by integrating attention mechanisms (Thakkar, Kikani, and
Geddam 2024).

Attention Mechanisms in Intrusion Detection
Systems
Attention mechanisms improve IDS models by narrowing
the focus to the most critical features. For example, an
attention-weighted spatial-temporal graph model for IoT
anomaly detection demonstrated improved accuracy across
multiple datasets (Wang et al. 2024a; Liu et al. 2025). Sim-
ilarly, ABCNN-IDS, an attention-based CNN model, en-
hanced learning for low-instance attack classes, achieving
99.81% detection accuracy (Momand, Jan, and Ramzan
2024). Another attention-driven IDS utilized multi-agent
models to dynamically prioritize detection agents, improv-
ing adaptability to evolving cyber threats (Sethi et al. 2021).

Integrating attention with deep-learning models has fur-
ther improved intrusion detection performance. A Bidirec-
tional Gated Recurrent Unit (Bi-GRU) and attention-fused
hybrid model for Industrial Internet-of-Things (IIoT) intru-
sion detection effectively captured critical temporal features
while mitigating class imbalance issues (Yang, Wang, and Li
2024). Similarly, combining LSTM, Recurrent Neural Net-
work (RNN) or GRU, and attention mechanisms facilitated
real-time intrusion detection (Djaidja et al. 2024), while
CANET, a hierarchical CNN-attention model, optimized de-
tection in imbalanced datasets (Ren et al. 2023).

These researches showcase the efficacy of attention-based
models in refining feature optimization, reducing false posi-
tives, and improving detection accuracy. However, attention
mechanisms alone are not sufficient for optimizing feature
selection. This gap is addressed by integrating bat optimiza-
tion to enhance feature selection and reduce computational
overhead in the proposed framework, A2S-AFLNet.

LSTM-based IDS models are effective in capturing se-
quential network traffic patterns but often struggle with se-
lecting the most relevant features, leading to increased com-
putational costs (Thakkar, Kikani, and Geddam 2024). At-
tention mechanisms improve feature selection by prioritiz-
ing critical information (Wang et al. 2024a), while the bat
algorithm optimizes feature subsets and model parameters
(Xu, Qin, and Zhou 2022). However, existing studies have
not fully explored the integration of these three techniques
into a unified framework.

Proposed Methodology
A2S-AFLNet employs a two-stage deep-learning frame-
work as illustrated in Figure 1. Unlike conventional LSTM
models that treat all time steps equally, attention directs
computational focus to the most informative patterns, im-
proving detection accuracy while reducing false positives
(Hou et al. 2025). The framework uses an optimized bat al-
gorithm to choose the best features for the IDS, which en-
sures only the most relevant data to inform the model while
decreasing the computational overhead and improving effi-
ciency. The IDS framework also incorporates the attention
mechanism that addresses a key limitation of LSTM net-
works, i.e., their struggle with long-term dependencies. The
attention mechanism helps in more accurate anomaly detec-
tion by highlighting important features.

Adaptive Bat for Feature Optimization
It is imperative to select an optimal feature subset as the
large number of features from the network traffic data may
be redundant or irrelevant for intrusion detection. To choose
the optimal feature for the IDS, the hybrid bat algorithm
(Lyu et al. 2019; Meng et al. 2015) is integrated with adap-
tive parameter tuning as illustrated in Figure 2, which en-
hances both global search analysis and local refinement uti-
lization. By dynamically adjusting search criteria, this ap-
proach ensures an optimal balance between selecting the
key features and minimizing computational load for further
training the intrusion detection model.

Let Xtrain ∈ Rn×d be the training feature matrix and
ytrain ∈ Rn be the corresponding attacks and non-attack la-
bels. Similarly, Xtest ∈ Rm×d and ytest ∈ Rm represent the
testing data. The feature selection process is defined as an
optimization problem where a binary matrix x ∈ {0, 1}d
determines the subset of features used for the attack classifi-
cation.

A population of P bats is initialized with random posi-
tions x(k) ∈ Rd and velocities v(k) ∈ Rd, where k ∈
{1, . . . , P}. The feature selection matrix m is obtained from
x as:

mi =

{
1, if xi > threshold T,

0, otherwise.
(1)

This step ensures diverse candidate solutions for feature se-
lection. The selected subset Xtrain,m is used to train a clas-
sifier hm(Xtrain,m) → ŷtrain using logistic regression. As the
network traffic data contain a mix of normal and different
attack classes, the logistic regression provides a better un-
derstanding of the influence for selected features using prob-
abilistic outcome (Kolukisa et al. 2024). To ensure that the
best feature subset is selected to improve intrusion detection,
the fitness function is computed based on the accuracy of the
classifier:

f(x) = α(1−A) + (1− α)
|m|
d

, (2)

where A is the classification accuracy, and |m| represents
the number of selected features.

The adaptive movement helps avoid local optima while
ensuring the selection of an optimal feature subset from the



Figure 2: Illustrations of the adaptive bat optimized IDS feature selection

network traffic data. The velocity is updated as follows:

v
(k,t+1)
i = v

(k,t)
i + β(x∗

i − x
(k,t)
i ), (3)

where x∗
i represents the global best solution and β is a ran-

dom variable drawn from [0, 1]. The new position is given
by:

x
(k,t+1)
i = x

(k,t)
i + v

(k,t+1)
i . (4)

The bat optimized feature subset is fed into the proposed
two-stage BiLSTM model with multi-head attention fusion
to enhance intrusion detection.

Table 1: Selected class distribution for the UNSW-NB15
dataset

Attack Class Train Test Validation
Normal 47600 (32.87%) 37000 (45.87%) 8400 (32.87%)
Generic 34000 (23.48%) 18871 (23.39%) 6000 (23.48%)
Exploits 28384 (19.60%) 11132 (13.80%) 5009 (19.60%)
Fuzzers 15456 (10.67%) 6062 (7.51%) 2728 (10.67%)
DoS 10424 (7.19%) 4089 (5.07%) 1840 (7.20%)
Reconnaissance 8917 (6.16%) 3496 (4.33%) 1574 (6.16%)

Two-Stage Attention Fused LSTM architecture
A two-stage BiLSTM architecture fused with attention is
proposed to recognize the most relevant patterns from the
network traffic for intrusion detection. The bat optimized
feature subset is processed as input to the proposed architec-
ture. This ensures that only the selected features contribute
to model training, reducing dimensionality and computa-
tional overhead.

LSTMs process network traffic sequentially without at-
tention, leading to missing critical attack indicators hid-
den within large datasets. The first BiLSTM with 64 units
is applied to capture both forward and backward depen-
dencies in network traffic sequences. This enhances tem-
poral feature representation for normal and different types
of attack classes. The first BiLSTM layer processes the in-
put features to initial refined network patterns as h1 =
BiLSTM(X). The normalization is applied to compute b1 =
BatchNorm(h1), stabilizing the training process, accelerate
convergence, and improve generalization by reducing inter-
nal covariate shifts. The multi-head attention mechanism is
applied to compute a1 = MHA(b1,b1), which enhances
feature representation for the network traffics by assigning
different attention weights to various time steps. A resid-
ual skip connection is applied to compute r1 = h1 + a1
preserving the initial traffic information. Finally, dropout
is applied to the computed first-stage feature outcome as:
d1 = Dropout(r1) while reducing overfitting and improv-
ing generalization.

LSTMs process network traffic sequentially without at-
tention, leading to missing critical attack indicators hidden
within huge network traffic data. The attention-fusion al-
lows the intrusion detection model to focus on the most con-
tributing feature component during the training process. The
attention-enhanced feature map is summed with the original
LSTM output using residual connections, preserving useful
information and mitigating vanishing gradient issues.

Another BiLSTM with 64 units refines the extracted fea-
ture representations and repeats the same process as the first-
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Figure 3: Performance comparisons of the proposed architecture with state-of-the-art DL models on the UNSW-NB15 dataset
(No optimal feature selection)

Table 2: Optimal feature subset selection using adaptive bat on the UNSW-NB15 dataset

Threshold Feature Num Precision Recall F1-Score Accuracy (%)
0.0 42 0.85 0.85 0.84 85.04

0.02 38 0.85 0.85 0.84 85.20
0.1 36 0.87 0.86 0.85 86.31
0.2 31 0.85 0.85 0.84 85.15
0.3 29 0.85 0.84 0.83 84.38
0.4 25 0.85 0.85 0.84 85.27
0.5 21 0.85 0.85 0.84 84.56
0.6 15 0.80 0.80 0.79 80.11

Table 3: Performance of the proposed model with optimal
feature selection with adaptive bat on the UNSW-NB15
dataset

Attack Class Precision Recall F1-Score Accuracy (%)
Normal 0.54 0.06 0.10 92.16
Fuzzers 0.64 0.94 0.76 60.29
Reconnaissance 0.57 0.60 0.59 75.11
Exploits 1.00 0.98 0.99 94.36
DoS 0.95 0.92 0.94 5.67
Generic 0.92 0.75 0.83 97.99

stage following Equation 5 to Equation 9.

h2 = BiLSTM(d1) (5)
b2 = BatchNorm(h2) (6)
a2 = MHA(b2,b2) (7)
r2 = h2 + a2 (8)
d2 = Dropout(r2) (9)

The final feature representation is transformed into a
dense vector suitable for classification. The output layer
uses a softmax activation function to classify net-
work traffic into multiple intrusion types, ypred =

Softmax(Dense(Flatten(d2))).
The model is trained using categorical cross-entropy loss

and optimized with the Adam optimizer. The cross-entropy
loss and Adam optimizer reduce the overfitting of multi-
class sequential network traffic data (Ibrahim et al. 2024;
Abdelkhalek and Mashaly 2023; Kunang et al. 2021). Learn-
ing rate scheduling and early stopping mechanisms ensure
efficient training and prevent further overfitting.

Results and Discussion
The proposed model, A2S-AFLNet, is evaluated using a
benchmark dataset UNSW-NB15 (Moustafa and Slay 2015;
Moustafa, Creech, and Slay 2017; Moustafa and Slay 2016;
Moustafa, Slay, and Creech 2019; Sarhan et al. 2021) con-
sisting normal traffic activities and synthetic contemporary
attack behaviours. The performance of the A2S-AFLNet
model is validated with the dataset containing six categories
of attack classes, including normal behaviour of the net-
work traffic data as described in Table 1. The normal traffic
class is the largest across training (32.87%), test (45.87%),
and validation (32.87%) sets. Generic and Exploits classes
contribute significantly to the dataset, while Fuzzers, DoS,
and Reconnaissance have smaller proportions. The A2S-
AFLNet model is trained on a workstation equipped with an



Table 4: Performance comparisons of the proposed architecture with attention on the UNSW-NB15 dataset

No Attention Attention Fused
No. of Stage(s) Precision Recall F1-Score Accuracy (%) Precision Recall F1-Score Accuracy

1 0.85 0.85 0.84 85.07% 0.85 0.85 0.84 84.77
2 0.86 0.85 0.85 84.95% 0.87 0.86 0.85 86.31
3 0.86 0.85 0.85 85.31% 0.81 0.81 0.80 80.90

Table 5: Comparative analysis of recent studies with the proposed methodology on the UNSW-NB15 dataset

Work Methodology Size of features subset F1-score (%) Accuracy (%)
(Kasongo and Sun 2020b) ANN + XGBoost 19 77.28 77.51
(Roy and Singh 2021) MLP + IG 20 - 84.1
(Kasongo and Sun 2020a) FFDNN + WFEU 22 - 77.16
(Moustafa and Slay 2016) ANN 42 - 81.34
(Yu et al. 2022) MLP + IGRF-RFE 23 82.85 84.24
(Madwanna et al. 2023) CNN-BiLSTM - - 82.19
Proposed A2S-AFLNet 25 84 85.27

Intel(R) Core(TM) i7-12700 processor (2.10 GHz) and 64
GB of RAM on a Python programming environment, along
with TensorFlow and Keras libraries. Also, the Colab plat-
form (Bisong 2019) was used for partial execution and anal-
ysis of the proposed framework.

Standard performance metrics such as Accuracy, Preci-
sion, Recall, and F1-score are used to evaluate the pro-
posed A2S-AFLNet architecture. Accuracy is computed us-
ing the proportion of correctly classified attacks and normal
instances. Precision measures how many of the identified at-
tack samples are actually correct out of all positive instances.
Recall computes how the model effectively detects all actual
attack samples, where fewer attack classes are expected to
be misclassified as normal (false negatives). F1-score indi-
cates that the model has a good balance between detecting
all attack types while minimizing misclassification errors.

Figure 3 depicts the comparison between Deep Neural
Network (DNN) models, such as MLP, CNN, RNN, LSTM,
and BiLSTM, and proposed A2S-AFLNet architecture in
Accuracy, Precision, Recall, F1-score. BiLSTM and LSTM
achieve better Recall and Accuracy with around 0.85, while
MLP, CNN, and RNN show similar performance around
0.84 for most metrics. The proposed A2S-AFLNet model
achieves the highest accuracy (0.8631), Precision (0.87), Re-
call (0.86), and F1-Score (0.85), indicating better generaliza-
tion.

Table 2 highlights the optimal feature selection and model
performance. The optimal feature threshold is found to be
0.1, selecting 36 features. Feature selection improves accu-
racy to 86.31%, higher than other thresholds. Keeping all
forty-two features (no optimal selection) results in slightly
lower performance (85.04% accuracy), making some fea-
tures irrelevant and affecting the model. Reducing features
below 0.1 thresholds (e.g., fifteen features at 0.6 thresholds)
significantly decreases accuracy to 80.11%, showing the im-
portance of selecting an optimal subset. Table 3 shows the
performance against different attacks and normal classes for

the proposed architecture. The attack classes performed well
in most metrics while highlighting some false positive cases
in fuzzers and normal classes.

The effect of incorporating the attention mechanism is de-
scribed in Table 4. Adding multi-head attention improves
the performance of the proposed two-stage attention-fused
model. With attention, the highest accuracy is achieved in
the two-stage model (86.31%), which matches the optimal
feature selection model’s performance. Increases one more
stage see a performance drop (80.90%) which indicates that
the excessive attention stage causes overfitting or redun-
dancy.

A comparative study of recent methodologies with our
proposed framework, A2S-AFLNet, is discussed in Table
5. The A2S-AFLNet framework achieves test accuracy of
85.27% outperforming other methodologies while balanc-
ing selected feature subset size of 25 for optimal perfor-
mance. Overall, A2S-AFLNet achieved better accuracy and
greater resilience against emerging threats through adaptive
feature selection, attention-driven learning, and sequential
modelling.

Conclusion
This study proposed A2S-AFLNet, a novel two-stage
LSTM-based IDS incorporating attention to feature priori-
tization and the adaptive bat optimization technique to en-
hance feature selection and efficiency. We performed exten-
sive experiments using the UNSW-NB15 dataset to validate
A2S-AFLNet, comparing their performance with that of
the leading IDS models. The results demonstrate that A2S-
AFLNet surpasses traditional deep-learning and machine
learning techniques, achieving higher accuracy, lower false
favourable rates, and improved computational efficiency. By
integrating proposed bat-selected optimal features into the
two-stage LSTM-attention model, the system achieves ro-
bust and efficient intrusion detection, accurately identifying



different classes of cyber threats. Future work focuses on
integrating adversarial training with hybrid deep learning
models optimized for resource-constrained devices to en-
hance robustness against more sophisticated cyber-attacks.
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