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Abstract

The advent of the Internet and social media has led to the
rapid proliferation of fake news. Current state-of-the-art ap-
proaches for evidence-based fake news detection primarily
utilize vector-based Retrieval Augmented Generation (RAG)
systems. Recent studies have proposed RAG systems that out-
perform vector-based RAG systems by modeling the docu-
ment store as a Knowledge Graph (KG). In this work, we in-
vestigated the performance of a KG-RAG-based approach for
evidence-based fake news detection on the AVeriTeC dataset.

Introduction
Fake news refers to misinformation found in disseminated
media, including news articles and social media posts.
Fake news detection systems can be broadly classified into
content-based and evidence-based approaches. Numerous
content-based approaches that use machine learning and
deep learning methods to detect fake news have been inves-
tigated (Kaliyar et al. 2020; Al-Yahya et al. 2021; Li et al.
2022). However, most of these approaches lack explainabil-
ity and reliability. In contrast, evidence-based fake news de-
tection systems offer some level of explainability, as they
generally incorporate source citations and present retrieved
evidence in a human-readable format.

To advance research in this field, the 2024 Automated
Verification of Textual Claims (AVeriTeC) shared task
(Schlichtkrull et al. 2024) invited proposals for systems
that can perform evidence-based fake news detection on the
provided AVeriTeC dataset (Schlichtkrull, Guo, and Vla-
chos 2024). In this study, we investigate a KG-RAG-based
approach to evidence-based fake news detection on the
AVeriTeC dataset.

Related Work
The AVeriTeC shared task is concerned with predicting the
veracity of claims in the AVeriTeC dataset, classifying them
with the labels “Supported”, “Refuted”, “Not Enough Ev-
idence” or “Conflicting Evidence/Cherry Picking”. Addi-
tionally, a knowledge store for each claim, containing docu-
ments scraped from the Web, is provided to retrieve relevant
evidence for verifying the claim.
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The top-performing AVeriTeC systems, InFact (Rother-
mel et al. 2024), HerO (Yoon et al. 2024), and AIC CTU
system (Ullrich, Mlynář, and Drchal 2024) primarily utilize
vector-based Retrieval-Augmented Generation (RAG) sys-
tems to retrieve evidence, conducting dense retrieval using a
large embedding model.

More recently, Knowledge Graph-based RAG (KG-RAG)
systems, such as HippoRAG 2, have been shown to outper-
form vector-based RAG systems, particularly in multi-hop
question answering (Gutiérrez et al. 2025). They represent
document stores as knowledge graphs (KGs) to better link
information between disparate documents. Therefore, they
show strong potential for effective evidence retrieval in fake
news detection, particularly for complex claims requiring
multi-hop questions to verify them. However, to the best of
our knowledge, the evidence retrieval capabilities of KG-
RAG systems on the AVeriTeC dataset have not been previ-
ously investigated.

Proposed Approach
The implemented KG-RAG-based framework for evidence-
based fake news detection, depicted in Figure 1, performs
the following steps:

1. Claim Type Classification: The claim type(s) (‘Position
Statement’, ‘Event/Property Claim’, ‘Causal Claim’,
‘Numerical Claim’, ‘Quote Verification’) are identified
using a fine-tuned DeBERTaV3-large model (He, Gao,
and Chen 2021; He et al. 2021).

2. Example Retrieval: BM25 (Robertson and Zaragoza
2009) is used to retrieve example claims from the training
set that have the same claim type(s) as the input claim,
along with their corresponding evidence questions. These
few-shot examples will be provided to the Question An-
swering Large Language Model (Q&A LLM) in step 4 to
guide question generation.

3. KG Construction (HippoRAG 2 Indexing): The system
utilizes the HippoRAG 2 framework for indexing and
retrieving evidence from each claim’s knowledge store.
During indexing, entities are first extracted using the
gliner-medium-news-v2.1 model (Törnquist and Caulk
2024; Zaratiana et al. 2024). Next, relationship triples are
extracted from the documents using a fine-tuned Llama-
3.2-1B model (Meta 2024), trained for triple extraction
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Figure 1: KG-RAG-Based Evidence-Based Fake News De-
tection Framework

through model distillation. The extracted entities and
triples are added as nodes and edges in a KG, respec-
tively, along with the documents themselves. Addition-
ally, a retrieval encoder is used to create additional edges
between semantically similar nodes/entities (Gutiérrez
et al. 2025).

4. Multi-Step Evidence Retrieval: Inspired by Malon
(2024), we employ a multi-step evidence retrieval strat-
egy in our framework:

(a) Prior to question generation, relevant background in-
formation is retrieved from the constructed KG using
HippoRAG 2.

(b) The claim, its metadata (claim date, speaker, original
claim URL, claim reporting source, and the location
ISO code relevant to the claim), the retrieved back-
ground information, and the example claims and ques-
tions from step 2 are provided to a Q&A LLM, which
is prompted to generate a question for retrieving rele-
vant evidence.

(c) The HippoRAG 2 framework is used to retrieve k doc-
uments from the KG that are relevant to the question.

(d) The Q&A LLM uses the retrieved documents to an-
swer the question and generates a follow-up question
to retrieve further evidence from the knowledge store.

(e) Steps 4(c) and 4(d) are repeated until the Q&A LLM
asks and answers 10 questions, which is the maximum
number of questions that the AVeriTeC scoring func-
tion considers per claim (Schlichtkrull, Guo, and Vla-
chos 2024).

5. Veracity Prediction: Finally, a veracity prediction
LLM predicts the veracity label (“Supported”, “Re-
futed”, “Not Enough Evidence” or “Conflicting Evi-

dence/Cherry Picking”) using the 10 evidence Q&A
pairs from step 4. Additionally, it is prompted to pro-
vide a justification, to leverage the benefits of chain-of-
thought prompting (Wei et al. 2024).

Experimental Setup
The AVeriTeC score was used for evaluating the perfor-
mance of the framework, and the Q only and Q+A scores
were used to assess the quality of evidence retrieved by the
system (Schlichtkrull, Guo, and Vlachos 2024). The frame-
work was evaluated on 100 randomly selected claims from
the AVeriTeC dataset’s development set, sampled to ensure
a balanced class distribution. This is because verifying a sin-
gle claim took, on average, 11.86 hours with available hard-
ware, due to the large size of the AVeriTeC knowledge stores
(approximately 1000 documents for each claim).

Contriever (Izacard et al. 2022) was used as the retrieval
encoder for HippoRAG 2 indexing and retrieval. Addition-
ally, during each step of evidence retrieval, the top k = 5
documents returned by HippoRAG 2 were retrieved. Finally,
Phi 4 (14.7B) (Abdin et al. 2024) and DeepSeek-R1-Distill-
Qwen-32B (DeepSeek-AI 2025) were selected as the Q&A
and veracity prediction LLMs, respectively.

Results and Analysis

System Name Q only Q + A AVeriTeC Score

InFact 0.45 0.34 0.63
Baseline 0.24 0.20 0.11

KG-RAG Framework 0.43 0.31 0.32

Table 1: Evaluation results of the proposed KG-RAG frame-
work, current state-of-the-art (InFact) and AVeriTeC base-
line (Schlichtkrull et al. 2024). InFact and Baseline were
evaluated on the full test set; KG-RAG framework on a sub-
set of the development set.

The proposed KG-RAG framework attained an AVeriTeC
score of 0.32, 0.21 greater than the baseline (see Table
1). Although the system does not achieve an AVeriTeC
score higher than the current state-of-the-art system, In-
Fact, it demonstrates strong performance using compara-
tively smaller, open-source LLMs - unlike InFact, which
used closed-source models. Additionally, it attains Q only
and Q+A scores comparable to InFact’s, indicating the high
quality of evidence retrieved by the KG-RAG framework.

Conclusion
In conclusion, this study proposed a KG-RAG-based frame-
work for evidence-based fake news detection on the
AVeriTeC dataset, achieving an AVeriTeC score of 0.32 on a
subset of the development set. The primary limitation of the
study was the computational challenge associated with in-
dexing the large knowledge stores of the AVeriTeC dataset.
Future work could evaluate the framework more thoroughly
on the full AVeriTeC hidden test and experiment with more
powerful LLMs and retrieval encoders to improve results.
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