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Abstract 
Fraud detection is one of the crucial areas in today’s digital 
age. However, severe class imbalance often challenges it, 
leading to biased models struggling to detect fraud effec-
tively. This paper proposes Embedding-based SMOTE, a 
subgroup-aware oversampling method based on representa-
tion learning with an Autoencoder and Contrastive Learning. 
To preserve subgroup structure, our method applies SMOTE 
within each minority subgroup (safe, borderline, rare, out-
lier), using increase coefficients specific to each group. Ex-
periments show that E-SMOTE achieves competitive and 
balanced results across classifiers, even when more difficult 
samples are introduced. 

 Introduction    
Fraud detection is critical in modern financial systems. 
While machine learning and deep learning are widely ap-
plied to solve fraud issues, class imbalance remains a key 
challenge. Fraud cases are rare, often leading models to fa-
vor the majority class and miss fraudulent transactions. 
 To solve the class imbalance problem, many over-
sampling methods have been proposed. However, most of 
them do not consider the internal structure of the minority 
class. For example, SMOTE (Chawla et al. 2002) generates 
synthetic samples between random minority instances, 
mainly in dense regions, leading to an intra-class imbalance 
problem. Recent methods such as AWTDO (Wang et al. 
2022) and DDSC-SMOTE (Li et al. 2024), overcome this 
by clustering the minority class and generating synthetic 
data within each sub-cluster. While this improves data di-
versity, both algorithms have two limitations: (1) the num-
ber and shape of sub-clusters is arbitrary and may not reflect 
the actual semantic structure of minority class; (2) outlier 
samples are often removed at an early stage, which may lead 
to the loss of rare but important samples. 
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 To address these limitations, this paper proposes E-
SMOTE, a subgroup-aware oversampling method that oper-
ates in a structured embedding space. Unlike other methods, 
our proposed method characterizes each minority instance 
based on its local neighborhood in the embedding space. 
Each instance is assigned to one of four predefined sub-
groups: safe, borderline, rare, or outlier. We use an Autoen-
coder combined with Contrastive Learning to obtain more 
meaningful subgroup separation. This helps organize the 
minority class in a better-structured way. Most importantly, 
E-SMOTE retains all subgroup types, including difficult 
cases such as rare and outliers. By applying proportional 
oversampling, it maintains the original distribution among 
subgroups. This ensures better coverage of complex minor-
ity instances, which are often overlooked by existing meth-
ods. 

Proposed Method 
Figure 1 presents the overview of the proposed method. The 
proposed method consists of four steps as follows: 
Mapping into embedding space. We first train an Autoen-
coder to map input data into an embedding space and apply 
Contrastive Learning on minority class embeddings using 
dropout and noise-based augmentations. This improves the 
embedding space by clustering similar minority samples and 
separating those different. 
Clustering minority class samples. Following Napierala et 
al. (2015), we group minority samples into safe, borderline, 
rare, and outliers, based on the number of minority-class 
neighbors among the 5 nearest neighbors. Safe samples have 
only minority neighbors, borderline have mixed neighbors, 
rare have one minority neighbor, and outliers have none. 
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Generating synthetic samples. We perform group-aware 
oversampling through the following two steps: 
(a) To preserve the internal distribution of the minority 
class, we assign each subgroup an increase coefficient based 
on its proportion in the original data. This increase coeffi-
cient determines how many synthetic samples should be 
generated for each subgroup, ensuring balanced representa-
tion. 
(b) We then apply SMOTE separately within each minority 
subgroup in the embedding space, generating new samples 
using only intra-group neighbors. 
Mapping back to the original feature space. The decoder 
reconstructs original and synthetic embeddings into the 
original feature space, producing a balanced dataset. This fi-
nal dataset is then used to train classifiers for detecting 
fraud. 

Performing Evaluation 

Results. We evaluate our method on the public Credit Card 
Fraud dataset from Kaggle, with a 1:578 class imbalance ra-
tio. The data is split 80:20, and oversampling is applied only 
to the training set to ensure a realistic test scenario. Table 1 
compares the performance of three classifiers (i.e., Random 
Forest, XGBoost, and Multi-Layer Perceptron) using F1-
score and G-mean, standard metrics for imbalanced learn-
ing. Rather than optimizing evaluation metrics alone, our 
proposed method prioritizes the generation of diverse and 
realistic minority samples, including rare and complex fraud 

cases. While this may slightly impact certain scores, it leads 
to a more balanced and practically useful model for fraud 
detection tasks. 

 F1-score G-mean 
 RF XG-

Boost 
MLP RF XG-

Boost 
MLP 

SMOTE 84.10 80.18 76.28 91.46 94.19 91.45 
B-SMOTE 84.15 84.97 82.65 88.63 91.46 90.90 
ADASYN 82.72 76.78 76.28 89.77 90.89 91.45 
E-SMOTE 86.17 84.38 83.25 90.91 90.90 91.46 

Table 1: Performance comparison (F1-score/G-mean). 

Conclusion and Future Work 
This study introduces E-SMOTE, a subgroup-aware over-
sampling algorithm designed to address the class imbalance 
problem in fraud detection. E-SMOTE generates more real-
istic and informative synthetic samples by operating in a 
structured embedding space and preserving subgroup diver-
sity. Unlike conventional oversampling methods, our pro-
posed method preserves rare and complex fraud cases and 
increases their presence in training data. Ignoring or un-
derrepresenting these cases may result in models that per-
form well on average but fail to detect the most critical 
threats in real-world scenarios. Future work will focus on 
evaluating E-SMOTE on larger and more diverse datasets 
and adapting it to other domains where detecting rare, high-
risk anomalies is crucial. 
 

Figure 1: The proposed method consists of four main steps: (1) embedding via Autoencoder with Contrastive Learning, (2) 
subgroup clustering, (3) group-aware oversampling, and (4) projecting the balanced dataset back to the original feature space. 
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